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Members of the General Court:

Attached is the Department of Elementary and Secondary Education’s first report on the new grant program established in fiscal year 2016 for evaluation of state-funded education programming. 

The first two programs to be evaluated through this grant program are the state’s academic support program, which provides remediation for students at risk of not meeting the state’s high school graduation requirement, and the educator preparation and licensure programs, which work to improve the quality of the state’s educator workforce. We have provided research plans from the two research teams selected to conduct these studies in this report and look forward to providing preliminary findings in the near future. 

Gathering additional information on these topics will help us improve the quality of the services we deliver to districts as well as to ensure that we are spending the state’s fiscal resources wisely. We appreciate your support in helping us to evaluate the implementation, outcomes, and costs and benefits of our state programs.

Sincerely yours,

[image: ]
Mitchell D. Chester, Ed.D.
Commissioner of Elementary and Secondary Education

Legislative report

The Department of Elementary and Secondary Education respectfully submits this Report to the Legislature: Department of Elementary and Secondary Education Strategic Plan pursuant to Chapter 182 of the Acts of 2008, line item 7010-0050:

“…provided further, that organizations receiving funds through this item shall report biannually to the house and senate committees on ways and means, the joint committee on education and the joint committee on higher education on: (1) the status and preliminary results of evaluations funded through this item; and (2) any obstacles encountered in access to data or other information that is negatively affecting the completion of the study.”

The purpose of this funding is to support evaluation of state-funded education programming. The legislature provided $300,000 for this purpose in fiscal year 2016 and stipulated specific requirements for the analyses to be conducted with the funding. 

In the grant competition, the agency prioritized proposals related to the state academic support program for students at risk of not meeting the high school graduation requirement and the state’s educator preparation and licensure programs. ESE has substantial data available to evaluate these programs, they are of high priority to the agency, and the agency has unanswered research questions that an evaluation could shed light on. ESE also allowed proposals to evaluate other state-funded education programs so long as the proposals studied a topic of significant interest to the agency and sufficient data were available to meet the legislative requirements for this grant program. 

Per the statutory requirement, proposals specified how the researcher would analyze the following six areas:
1. The quantifiable effect of the program on the population enrolled in the program;
2. Fidelity of program implementation;
3. An estimate of the cost to the Commonwealth of the education problem being addressed through the program;
4. A comparison of the cost of the program and the estimated short-term and long-term benefits received by program recipients through the program;
5. Data limitations in estimating the effect of the program; and
6. Recommendations for further study.

ESE received five applications: three for the educator preparation and licensure priority and two for the academic support priority. No applicants proposed projects outside the two prioritized programs.

After review, the UMass Donahue Institute was awarded a $150,000 grant to study the state’s academic support program and the American Institutes of Research was awarded a $150,000 grant to study educator preparation and licensure. Each began their work by preparing a detailed research plan specifying the research questions and timeline for the project. These plans are attached below. Per statutory requirement, future reports will provide additional information about the status and preliminary findings from the projects, as well as any difficulties the researchers have encountered in securely accessing appropriate data. 












Evaluation of Academic Support Programs
Evaluation Plan
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6
Overview

[bookmark: _Toc432771955][bookmark: _Toc432772228][bookmark: _Toc432772302][bookmark: _Toc432772434]The Massachusetts state legislature funds the Academic Support grants annually to enhance academic support services so that all eligible students will meet the state's Competency Determination—based on performance on the state’s high school MCAS assessments in English language arts, mathematics, and science and technology/engineering—that is required for high school graduation.
The Academic Support grants fund four types of school year and summer grant programs: 1) district and approved private special education schools and collaboratives; 2) one-stop career centers and higher education institutions; 3) work and learning programs; and 4) collaborative partnerships for student success. The first of these grant programs is based on a formula that includes the number of high school students who scored at the “Failing” level on their most recently available high school MCAS exam in ELA, mathematics, and STE. The other three grants are awarded through a competitive application process. 

Overall, school year 2013–14 participants in programs funded by the Academic Support grants were 1.9 times as likely to have met the state's MCAS testing requirements by November 2014 as eligible youth who did not participate (Massachusetts Department of Elementary and Secondary Education, 2014). During FY14, nearly $8.9 million in Academic Support grants were awarded. The grants served 10.1 percent of the 153,100 eligible students from the classes of 2003–2018, at an average cost of $575 per student. Funding cuts resulted in a reduction to $4.1 million in FY15, and a similar amount is anticipated for FY16. In the past, approximately 450 grants have been awarded per year across the Commonwealth, based on local needs and program scope, with award amounts in fiscal year 2016 projected to range from approximately $5,000 to $350,000.

The Applied Research and Program Evaluation (ARPE) group of the UMass Donahue Institute (UMDI) is conducting an evaluation of the programs funded by the Academic Support grants, with the objective of helping the state legislature and the Massachusetts Department of Elementary and Secondary Education (ESE) understand program outcomes, implementation, costs, and benefits. UMDI has extensive experience conducting program evaluations of educational initiatives both within and outside of Massachusetts, and has completed numerous studies of similar scope for ESE that utilize the state databases required for the proposed study.

This evaluation plan describes activities through which the program evaluation will assess the effectiveness of the Academic Support programs, as well as provide timely feedback to support ESE's management of the programs and future decisions with regard to replication and sustainability. 

Implementation of the evaluation plan will be a collaborative effort involving ESE and their evaluation contractor, the University of Massachusetts Donahue Institute (UMDI). This collaboration is intended to ensure that:
· Evaluation activities are perceived by participants as a critical aspect of their involvement in the program; 
· Evaluation activities are designed to minimize burden on field activities and personnel; and
· Evaluation plans and findings are reviewed in a timely manner to inform decision-making regarding evaluation design and/or the programs themselves, as appropriate.
A separate work plan provides additional information about instruments to be developed and data collection activities to be conducted, and the timing of these activities. Combined, these documents represent the most accurate current status of the evaluation plan. 

Project Goals and Objectives

The goal of the evaluation is to support ESE and the state legislature in their ongoing efforts to increase the high school graduation rate, thereby improving the quality of life of individuals as well as the work force, economy, and civic engagement in the Commonwealth. The evaluation’s objectives are to advance this goal by addressing the following six areas: 
1. The quantifiable effects of the Academic Support programs on student attainment of a Competency Determination as well as impacts on related outcomes (i.e., graduation, dropout, and attendance).
2. Fidelity of implementation of the Academic Support programs, as well as perspectives of program personnel regarding program implementation and its relationship to program effectiveness.
3. The economic cost to the Commonwealth of students who do not achieve their Competency Determination. 
4. The cost to the Commonwealth of the Academic Support grants, and the benefits received by program participants.
5. Limitations of the evaluation’s estimates of Academic Support programs’ effects.
6. Recommendations for future research relevant to the quantifiable impacts, fidelity of implementation, costs, and benefits of the Academic Support programs.
In service of these objectives, the evaluation has several primary components, to be finalized collaboratively with ESE. First, a rigorous quasi-experimental design, with closely matched comparison groups selected using propensity score matching strategies, will be used to estimate program impacts on attainment of a Competency Determination, graduation and dropout status, and attendance rates. Second, fidelity of program implementation will be assessed by a survey of administrators from each Academic Support program. Third, phone interviews of selected program personnel will be conducted to obtain their perspectives regarding aspects of program implementation and its relationship to program effectiveness. Fourth, existing models of the economic costs of high school dropouts will be applied to dropout rates in Massachusetts, to estimate a total cost to the Commonwealth. Fifth, existing economic models will be utilized to calculate program benefits for students, and those benefits will be compared to annual program expenditures. Last, UMDI will describe limitations of the evaluation’s quantitative estimates of program impacts, as well as providing recommendations for future research relevant to the Academic Support programs.

Strategies for Managing Risks and Constraints

The study design is intended to be responsive to identified constraints as reflected in the bid solicitation, the most significant of those constraints being limited resources and time. The study relies on ESE to provide timely access to specific datasets, which will enable UMDI to meet the study’s objectives in an efficient and cost-effective manner. A portion of the work will be dependent on self-reported survey and interview data, and UMDI will work with ESE to mitigate related validity risks (e.g., low response rate, unrepresentative sample). In addition, although a rigorous quantitative design is proposed, threats to statistical conclusion validity can not be eliminated entirely. These are discussed in detail in the “Data Limitations in Estimating Program Effects” section below.

As with any program, there is also a risk that implementation will not progress as planned, or that new information will lead to needed or desired adjustments. UMDI has a long history of working collaboratively with clients to understand and address developing needs throughout an engagement. It would be our intent to have regular contact as needed with ESE personnel so that issues affecting the research plans could be identified and adjustments made accordingly. 


Conceptual Framework and Evaluation Questions

UMDI aims to evaluate the implementation, impact, costs, and benefits of the Academic Support programs. The evaluation questions are based on the logic model below and guidance that was provided by ESE. The program’s theory of change is that the Academic Support programs lead to earning a Competency Determination, which leads to earning a high school diploma. The diploma then leads to a series of positive outcomes, both personal (e.g., post-secondary education, higher earnings) and for the public (e.g., increased tax payments, improved health outcomes).

	Core Activities

	
	Short-Term Outcomes

	
	Intermediate Outcomes

	Academic Support programs
	
	Earn Competency Determination
	
	Earn high school diploma




	Long-Term Outcomes


	

Personal
· Post-secondary education
· Improved career opportunities
· Higher earnings

Public
· Lower public costs due to increased tax payments and better health, crime, public assistance, and civic engagement outcomes



The study will focus on the following evaluation questions:
1. What are the impacts of the programs supported through the state’s Academic Support grants on student achievement and engagement (i.e., MCAS, graduation, dropout, and attendance)? Do the impacts of each program vary by instructional focus (i.e., ELA, mathematics, and STE)? Which programs are most effective, and for which student subgroups?
2. To what extent are grantees implementing the Academic Support programs with fidelity? What are the perspectives of program personnel with regard to aspects of implementation and its relationship to program effectiveness?
3. What is the estimated economic cost to the Commonwealth of students who do not achieve their competency determination? 
4. What is the cost to the Commonwealth of the Academic Support grants that are the focus of this proposal? How does that cost compare to the estimated short-term and long-term benefits received by program participants through the Academic Support programs?
5. In what ways do available data limit estimates of program effects? 
6. What further research could provide additional insights relevant to the quantifiable impacts, fidelity of implementation, costs, and benefits of the Academic Support programs?
Research Design and Analysis

	1. Program impacts. A quasi-experimental, matched comparison group design will be used to evaluate the effects of participation in the Academic Support programs on student outcomes (i.e., MCAS performance, graduation and dropout status, and attendance rates), compared to closely matched students who do not participate in these interventions. This method will provide strong statistical controls and baseline equivalence between intervention and comparison students, which will substantially minimize threats to statistical conclusion validity.

ESE has reported that students participating in Academic Support interventions are 1.9 times as likely as eligible non-participants to earn a Competency Determination. While this strongly suggests that Academic Support interventions are having a positive impact, program impacts may be systematically underestimated or overestimated, because participating and non-participating students may have differed in important ways prior to intervention. For example, students who participated may have had better attendance than non-participants, which could suggest higher motivation to graduate. If so, the analysis just cited may have overestimated program impacts. Conversely, participants may have struggled more academically than eligible non-participants, in which case past analyses may have underestimated program impacts for the entire eligible population.

To minimize these validity threats, this study will use propensity score matching methods to obtain an unbiased estimate of program impacts by balancing observable characteristics of students so that the characteristics of the students in the intervention and comparison groups are nearly the same. Propensity score matching reduces the set of student characteristics into a single composite score, which provides an important diagnostic tool for assessing the comparability of the two groups (Rubin, 1997). The treatment and comparison groups will be matched on gender, race/ethnicity, free and reduced price lunch status, English language learner (ELL) status, special education (SPED) status, attendance, and prior MCAS scores. 

We anticipate that the very large sample of students available through ESE’s statewide datasets will make it possible for propensity score matching to reduce baseline differences between intervention and comparison students to within the parameters specified in the standards document of the U.S. Department of Education’s What Works Clearinghouse (2014). In addition, statistical adjustments will be conducted for key measurable variables not included in the matching protocol to minimize additional sources of potential selection bias. This approach is common for quasi-experimental studies that are designed to assess the impact of a particular program, such as those being considered in this study (Guo and Fraser, 2010).

UMDI will assess program impacts for participants from school years 2012–13 and 2013–14, the two most recent years for which relevant outcome data are available. Utilizing two years of data will yield a larger sample than would be available from considering only 2013–14, while still producing results which reflect the recent status of the programs. UMDI will discuss with ESE the appropriateness of pooling data across years, which reflects an assumption that the effects of participation in the intervention will be similar across years of the study.

Statistical tests will then be performed to determine if differences in targeted outcomes are significant for groups and subgroups of interest. Multi-level regression and logistic regression will be used to determine if there are differences between groups on key performance measures. Hierarchical (i.e., multi-level) modeling will account for nesting effects associated with the specific school that students attend, thereby improving estimates of the impacts of the Academic Support programs. Results will be presented separately for each of the four funding streams. A set of planned contrasts among treatment conditions and subgroups will be examined to determine if the intervention is more or less effective for some. These subgroups are instructional focus (i.e., ELA, mathematics, and STE), grade level, gender, race/ethnicity, low-income status, and ELL status. 

The impact of the intervention for students from different strata of schools/districts will also be examined. That is, there may be reason to believe that the intervention was more or less effective for students from different types of schools/districts. UMDI will collaborate with ESE to identify criteria of greatest interest for defining school/district strata for the purposes of this study (e.g., school/district accountability level, total enrollment, average Academic Support grant amount per participating student).

Carefully selected covariates will be utilized in each of these analyses to minimize potential for bias. These analyses will be used to determine if some subgroups are more or less likely than others to achieve targeted outcomes. The primary unit of analysis will be the student, although some results will be presented at the district level or for each of the four Academic Support grant programs separately.

We anticipate that power to detect significant differences in the comparisons just described will be substantial. Based on data from ESE’s past reports to the state legislature, we anticipate a total sample size of approximately 33,600 students (16,500 for FY13, and 17,100 for FY14) across the four Academic Support grant programs. As previously noted, ESE has reported that students participating in Academic Support interventions are 1.9 times as likely as eligible non-participants to earn a Competency Determination. While the proposed analysis design may reduce the magnitude of impacts found for program participants, the strong findings from past ESE analyses suggest that the Academic Support interventions have had substantial impacts. UMDI could therefore reasonably expect to observe at least moderate effects. This combination of large sample size and moderate effect size suggests that the proposed analyses should have sufficient power to detect any significant differences between treatment and control groups.

Both descriptive and inferential statistics will be computed for the student-level participation data. These analyses will provide important information about the ways in which participating students differ from eligible but non-participating students, and how eligible students differ from ineligible students. Summary statistics (e.g., range, median, mean, and standard deviation) will be presented, as relevant, for number of hours served by school type, subject, term received services, program completion status (i.e., completed, enrolled, withdrew, participated until receipt of 220+ score), schedule type (during school, extended school, weekend/vacation, summer vacation), gender, race/ethnicity, SPED status, ELL status, FRL status, MCAS achievement, attendance, and EWIS risk level.[footnoteRef:1] [1:  UMDI will use EWIS data to calculate descriptive statistics only, as EWIS risk level data are not intended to predict student outcomes. ] 


To help interpret the quantitative findings, UMDI will review existing ESE data sources relevant to the Academic Support programs (e.g., reports to the legislature,) as well as the survey and interview data collected from sites by UMDI for this study. 

If subgroups of interest have high levels of missing data, statistical techniques (e.g., sample weighting) will be used to account for these differences. We do not anticipate that this will be a problem, however, for two reasons. First, our review of ESE’s reports to the legislature regarding the Academic Support grants, combined with our experience with datasets relevant to the proposed study, suggest that there will be minimal missing data. This is because districts have already provided ESE with the unique, state-assigned student identifiers (SASIDs) of participating students, and the SASIDs can be used to obtain student demographic characteristics and performance outcome indicators from ESE’s statewide, student-level databases. Second, the potential for bias caused by missing data will be mitigated by the large sample size. 

	Study Sample. The study sample is well defined. ESE has provided clear protocols for identifying eligible and participating students, and the research team can readily identify the schools and districts from which participants were selected. This is important because it will allow the research team to clearly identify the treatment group, and to define a sample pool from which a rigorously matched comparison group of eligible non-participants can be constructed. 

ESE’s FY14 Report to the Legislature states that 153,108 students in the classes of 2003–2018 were eligible for services in FY14, and that 11 percent (approximately 17,100 students) were expected to be served. Similar numbers of students were eligible and served in prior years (e.g., 16,500 for FY13). With nearly 90 percent of eligible students not being served, there are an ample number of students from which comparison groups could be identified. 

The high percentage of eligible non-participants also permits comparison group students to be drawn from districts that participated in the intervention. This is advantageous in terms of reducing possible sources of error, due to unmeasured differences between intervention and comparison groups that are attributable to the schools and districts in which students are nested. It also strengthens the evaluation design because all of the districts in the state with the highest number of eligible students participated in the intervention, leaving no appropriate non-participating comparison districts.

Separate comparison samples will be identified for each intervention, because different populations of students are served by each intervention, and determining the efficacy of each intervention can be best achieved by selecting comparison samples that are as similar to each of the different treatment samples as possible. 

	Data Sources. The ESE student-level databases described below will be used from all years needed for the proposed analyses. 
· SIMS. SIMS data provide outcomes (e.g., attendance) as well as student demographics and ELL, FRL, and SPED status. October and June SIMS files would be requested for this study.
· MCAS. MCAS data provide information on students’ performance on the MCAS exams.
· EWIS. EWIS data are used to describe students’ level of risk for not reaching important academic milestones (e.g., risk of not passing all courses as a freshmen)
· 4- and 5-year graduation files. ESE prepares 4- and 5-year graduation files each year, which are used (in part) to calculate district graduation rates. UMDI could derive the information provided in these files (as well as the annual dropout files described next) from multiple years of October and June SIMS data if needed, but obtaining them from ESE would be more efficient.
· Annual dropout files. ESE prepares an annual dropout file that is used (in part) to calculate district dropout rates.
· Academic Support student data. As part of the annual reporting for the Academic Support programs, for each student who received services sites report the SASID, hours of service provided, and participation/completion status. These data will identify all students in the intervention groups and provide additional information to be utilized in the impact analyses.
· Historical CD file. ESE has maintained historical files that identify students who have attained their Competency Determination at particular points in time. These data are used to identify eligible students, and to report on outcomes relevant to this study.
· Eligibility file. ESE has maintained a list of all eligible students in each district for each year of the grant. These files are used to identify eligible students.

	2. Program implementation. ESE and the legislature requested evaluation of implementation fidelity as well as perspectives of program personnel regarding specific aspects of implementation and its relationship to program effectiveness. UMDI will conduct a survey of all grantees to evaluate implementation fidelity, and phone interviews of selected program sites to obtain perspectives of program personnel. UMDI will draft all data collection instruments in collaboration with ESE personnel. These will be revised through an iterative process of feedback and revision, and final instruments will be agreed upon prior to data collection and analysis.

Survey of implementation fidelity. Implementation fidelity refers to the degree to which an intervention is delivered as intended. Therefore, the first step in measuring implementation fidelity is determining what the intended intervention was. The Academic Support programs do not prescribe a specific program model; instead, they provide required and suggested program dimensions. For example, for the Allocation Grant program, some of the required program dimensions are that students must be selected based on specified MCAS score cutoffs, student-to-teacher ratios must be no more than 10:1, and the district may not charge any students for participating. Some of the suggested program dimensions include the following:
· Clear evidence is provided that the Educational Proficiency Plans (EPP) and other student success plans are used to identify knowledge gaps for individual students and that instruction is targeted appropriately.
· Teachers are involved with helping to plan engaging, hands-on, and relevant curriculum that addresses the aforementioned gaps in students’ knowledge and skills.
· The program supports and provides continuity with classroom instruction.
· The program design provides opportunities for students to demonstrate their learning and for teachers to provide feedback to the students and parents/guardians.
For each of the four Academic Support programs, UMDI will develop an online survey that asks program administrators to provide self-reported levels of implementation of required and suggested program dimensions. It will also ask for designation of the program categories listed in the bid solicitation (i.e., straight remediation, online tutorials, project-based learning, work-based learning, service learning, etc.) as well as others that might be identified as relevant during the instrument development process, in collaboration with ESE. Descriptive statistics of survey findings will be reported to indicate fidelity of program implementation for each grant program. Having reviewed the narrative evaluation templates that are available online for the Academic Support programs, we believe that this approach will provide a more detailed and quantifiable estimate of the fidelity of program implementation than has been available in the past. 

The survey will be administered in relation to the school year 2015–2016 and summer 2016 programs. In consultation with ESE, UMDI may propose to incorporate these survey items into the required end-of-program reporting process that is already in place for the school year 2015–16 and summer 2016 grants, as this may reduce the burden on respondents, reduce duplication of the information requested, and substantially increase response rates. 

	Interviews of program personnel. Phone interviews of 30 program personnel will be conducted to obtain their perspectives regarding aspects of program implementation and its relationship to program effectiveness. The semi-structured interview protocol will include open-ended questions corresponding to the following (slightly revised) questions from the “Additional Guidelines and Background Information” document included with the bid solicitation:
1. What are the impacts of the different types of support (straight remediation, online tutorials, project-based learning, work-based learning, service learning, etc.)? What is it about the program’s strategies that make them effective for the particular kinds of students for which they appear to be successful? What strategies are particularly effective for improving English language arts and literacy? For improving mathematics?
2. For the programs that intervene with at-risk 8th graders and 9th graders, how do the programs help with their transition to and success in high school?
ESE would need to facilitate school compliance with the interviews, which will be scheduled to take 20–30 minutes. In consultation with ESE, UMDI will select the sample of 30 interviewee schools to represent all four funding streams, and relevant subgroups (e.g., programs with different types of support and focused on different academic disciplines) within each funding stream on the questions above. Interviews will be conducted during the spring of 2016.
 
Qualitative data from interviews and focus groups will be managed and analyzed through a multi-step process. Interviews will be recorded, after explaining procedures to assure confidentiality and securing permission from participants. Field notes will then be developed based on the recordings, using common field note forms across analysts. A set of conceptual codes based on the study’s research questions will guide the coding of the field notes. NVivo qualitative analysis software will be utilized for data management, coding, and retrieval of findings. The data will be analyzed through multiple close readings, using a constant comparative method, leading to the development of rich explanations in relation to the research questions (Patton, 1990). Analysis will also emphasize the identification of actionable items that could support future technical assistance and program improvement. 

3. Economic cost to the Commonwealth of high school dropouts. The Academic Support programs are intended to support students in earning their Competency Determination, which is required for earning a high school diploma. Therefore, to estimate the cost to the Commonwealth of the education problem being addressed through the Academic Support programs, the evaluation will estimate the public costs incurred in relation to high school dropouts. These costs may include lost tax payments and increased public expenditures in the health, criminal justice, and welfare systems; some savings are also realized in the public education system due to lower utilization of higher education resources by high school dropouts and hence reduced government subsidies (Belfield et al., 2012; Sum et al., 2009).

Assessing each of these costs individually is beyond the scope of this evaluation. Instead, UMDI will identify existing approaches to estimating the public costs of high school dropouts and apply those approaches to Massachusetts. Multiple examples of relevant strategies are in existing literature. For example, the Center for Labor Market Statistics (2009, p. 16) estimated that “the average high school dropout will cost taxpayers over $292,000 in lower tax revenues, higher cash and in-kind transfer costs, and imposed incarceration costs relative to an average high school graduate.” Conducting a similar assessment at the national level, Belfield et al. (2012) estimate that “opportunity youth”—those aged 16–24 who have dropped out of high school and experience a variety of barriers to employment and/or education— create a total taxpayer burden of $258,240 over their lifetime, with an immediate fiscal cost of $13,900 annually between the ages of 16–24.

The evaluation will review existing literature to identify the most appropriate models and strategies for estimating the economic costs to the Commonwealth of high school dropouts. The estimate for each high school dropout will be multiplied by the total number of dropouts to estimate a total cost to the state of each year’s cohort. While the evaluation focuses on economic costs, UMDI recognizes that there are also social costs to the Commonwealth related to high school dropouts. However, these are not assessed in the proposed evaluation, due both to available resources and limited evidence as to their magnitudes.

4. Comparing program costs and benefits received by program recipients. Assessing program costs is straightforward: they will be defined as the annual amounts allocated in the state budget to each of the four Academic Support grant programs. Assessing benefits received by program recipients will follow an approach similar to the one described above for estimating economic costs to the Commonwealth. In short, a review of existing literature on the costs to individual students of dropping out of high school will lead to selecting strategies for calculating short-term and long-term economic costs per student. These costs will then be applied as an equivalent amount of economic benefit per student to those students who are identified as having received a high school diploma as a result of the Academic Support programs. (As discussed in the section below regarding data limitations in estimating program effects, determinants of graduation are multi-faceted, but the rigorous, quasi-experimental design of the evaluation will substantially increase the ability to estimate impacts that are specific to the Academic Support programs.)

Numerous estimates appear in the literature that summarize lifetime earnings based on educational attainment. For example, Carnevale et al. (2011) estimated that median lifetime earnings during a 40-year career for those who did not earn a high school diploma or GED is $973,000 (in 2009 dollars), compared to $1,304,000 for those whose highest level of educational attainment is a high school diploma—indicating an annual earnings premium for high school graduates of $8,275 (34 percent) and a lifetime premium of $331,000. The Bureau of Labor Statistics (2014) provides a similar estimate of the annual earnings premium, finding that median earnings in 2014 for full-time workers over the age of 25 were $25,425 for those with less than a high school diploma and $34,803 for those whose highest level of educational attainment was a high school diploma—indicating a 37% earnings premium for high school graduates.

Estimating short-term economic costs of dropping out of high school are more problematic than estimating lifetime costs, primarily because a high percentage of the potential comparison group is enrolled in college, with minimal earnings. Looking only at a short-term timeframe reveals an economic advantage to dropping out of high school compared to enrolling in college. Baum et al. (2013, p. 13) demonstrate that this short-term advantage is in fact realized for high school graduates who do not enroll in college, and it would presumably also be realized by high school dropouts who enter the workforce. However, as Baum et al. (2013) show, the average college graduate regains the lost ground within about a decade compared to high school graduates, and presumably more quickly in relation to high school dropouts. 

Belfield et al. (2012) partially address these limitations, investigating short-term impacts on earnings for opportunity youth (as defined above) compared to employed youth ages 16–24. They find an annual earnings advantage of $9,760 for the employed youth. However, this comparison does address the issue of short-term costs for all high school dropouts, because dropouts are presumably represented in both groups. UMDI will continue to seek appropriate models for addressing this question, but our conclusions from an initial literature review suggest that developing high quality estimates of short-term economic costs may beyond the scope of this evaluation. Nonetheless, Belfield et al. argue that “The [short-term] burden understates the true costs” (p. 17). We agree, and would suggest that the evaluation resources devoted to economic benefits of the program be focused on long-term benefits (i.e., lifetime and annualized lifetime economic benefits). In addition, UMDI will report on important short-term benefits that are not strictly economic, such as relative rates of employment, criminal justice system involvement, negative health outcomes, and receipt of public assistance.

	5. Data Limitations in Estimating Program Effects. The evaluation is designed to provide a robust estimate of program effects. Nonetheless, the available data have some limitations, which are discussed here along with potential strategies to address them. First, many of the sites participating in the Academic Support programs are also participating in other interventions that could influence the outcomes of interest (i.e., MCAS performance, graduation and dropout status, and attendance rates). Therefore, the effects of the Academic Support interventions are partially confounded with the effects of other present and past school and district initiatives. Nonetheless, this evaluation is well-designed to detect changes due to current ESE programs. One way that we address this challenge is through our quasi-experimental design, in which students are closely matched on baseline characteristics, thereby increasing the chance that observed effects can be attributed to the intervention.

Second, it may be difficult to identify a comparison group for the group that ESE refers to as “post 12th grade” students, defined as students from the classes of 2003–2015 who have not yet met their Competency Determination. Each year ESE identifies students who are eligible for Academic Support programs and collects information relevant to participating students, but it is not clear if ESE gathers comparable information for eligible non-participants from the post 12th grade group. Lack of an adequate sample from which to draw a rigorous comparison group may prevent UMDI from applying the quasi-experimental methods proposed in this study to examine impacts of the Academic Support interventions on post 12th grade students. However, important conclusions about program impacts can still be drawn. For example, UMDI will compare MCAS outcomes for post 12th grade program participants to younger students for whom appropriate comparison data are available.

Third, starting in the 2013–14 school year, all students in the Boston Public Schools
will be designated as receiving free and reduced price lunch (FRL) in the state’s student information management system, which will impede our ability to match students by income status. UMDI is aware that ESE is working with researchers to manage the transition from the past FRL variable in SIMS to the new “economically disadvantaged” (ECODIS) variable. We look forward to contributing to that conversation through this research project, and we will apply any guidance provided by ESE to our analysis and reporting efforts.

6. Future research. As the study progresses, UMDI will identify additional questions that could be answered by future research on the implementation, impacts, costs, and benefits of the Academic Support programs. The following are some initial ideas and suggestions: 
· A more extensive study of the range of program types within each grant program and the details of their implementation, including promising practices, successes, challenges, technical assistance needs, student perspectives, and lessons learned to share with other schools and districts. This work could be focused particularly on the programs shown to be most effective in the current study, with implications for replication in sites whose current strategies appear to have smaller impacts.
· A longitudinal study to investigate more closely the actual long-term outcomes of program participants compared to eligible non-participants. Investigating domains such as education, employment, earnings, health, criminal justice, and public assistance could lead to more refined estimates of short-term and long-term program costs and benefits.

Deliverables and Timeline

The evaluation is designed to provide valuable, utilization-focused feedback in relation to the study’s goals and research questions. To ensure that ESE and the state legislature are informed of study progress and its findings on a timely basis, UMDI will prepare the deliverables specified below. The dates specified should be considered tentative, pending further discussion with ESE. 

· January 2016 – Initial draft of evaluation and work plan, with final draft to be developed in collaboration with ESE regarding outstanding questions and joint decisions.
· February 2016 – Data sharing agreement requesting access to the ESE datasets needed to conduct the proposed analyses.
· March 2016 – Implementation of fidelity survey instruments.
· [bookmark: _GoBack]March 2016 – Implementation of program personnel phone interview instruments.
· June 2016 – Status report to ESE and the House and Senate Committees on Ways and Means. As described in the “Additional Guidelines and Background Information” document from the bid solicitation, the report will offer “the status and preliminary results of the evaluation and [describe] any obstacles encountered in access to data or other information that is negatively affecting the completion of the study.”
· December 2016 – Status report to ESE and the House and Senate Committees on Ways and Means. Same description as June 2016 status report.
· June 2017 – Comprehensive final report to ESE and the House and Senate Committees on Ways and Means describing methods and findings regarding program implementation, impacts, costs, benefits, limitations, and suggestions for future research.
· In addition, UMDI will communicate as frequently as needed with ESE by phone, by email, and in person to make decisions about the conduct of the evaluation, to share information, to provide evaluation feedback, and to resolve emerging issues or provide debriefings on sensitive findings. Prior to any scheduled project management calls, UMDI will provide a written agenda of items to be discussed, and a written follow-up that reflects decisions made during the call and next steps.
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	Timeline of Academic Support Evaluation Activities, (1/1/16 – 6/30/2017)
A = Development Begins; B = Date Finalized; C = Data Collection Complete

	Activity
	Jan
	Feb
	Mar
	Apr
	May
	Jun
	Jul
	Aug
	Sep
	Oct
	Nov
	Dec
	Jan
	Feb
	Mar
	Apr
	May
	Jun

	Evaluation Plan
	A
	B
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	Work Plan
	A
	B
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	Analysis Plan
	
	
	
	
	
	A
	B
	
	
	
	
	
	
	
	
	
	
	

	Data Sharing Agreement
	A
	B
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	Initial Data Review
	A
	
	
	
	
	
	B
	
	
	
	
	
	
	
	
	
	
	

	Implementation Fidelity Survey Instrument
	A
	
	B
	C
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	Program Personnel Phone Interview Instrument
	A
	
	B
	
	C
	
	
	
	
	
	
	
	
	
	
	
	
	

	Data Analysis
	
	
	
	
	
	
	A
	
	
	
	
	
	
	
	
	
	B
	

	Check-in Meetings*
	A
	A
	A
	A
	A
	A
	A
	A
	
	A
	
	A
	
	A
	
	A
	
	A

	Status Report
	
	
	
	
	
	A
	
	
	
	
	
	A
	
	
	
	
	
	

	Final Report
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	A


*UMDI proposes to hold regular check-in meetings (every three weeks for the first seven months of the evaluation, and then every six weeks for the remainder of the project). In addition, UMDI will communicate as frequently as needed with ESE by phone, by email, and in person to make decisions about the conduct of the evaluation, to share information, to provide evaluation feedback, and to resolve emerging issues or provide debriefings on sensitive findings. Prior to any scheduled project management calls, UMDI will provide a written agenda of items to be discussed, and a written follow-up that reflects decisions made during the call and next steps.
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[bookmark: _Toc419906643][bookmark: _Toc321055554]Introduction
[bookmark: _Toc347823502][bookmark: _Toc419906650]The Massachusetts Department of Elementary and Secondary Education (ESE) has identified improving the quality of educator preparation as a key component of its strategic plan. This initiative is consistent with over a decade of educational research, which has consistently identified the classroom teacher as one of the most variable schooling factors affecting student achievement. And, as we describe in more detail below, an emerging body of evidence has further identified teacher preparation as a potentially important lever for improving the teaching workforce. 
The Analysis of Longitudinal Data in Education Research Program (ALDER) at the American Institutes for Research has partnered with ESE to study teacher effectiveness and educator preparation programs in Massachusetts.[footnoteRef:2] In this report, we outline the first year research plan for this collaboration. The first phase of this research will focus on providing an overview of the educator preparation system in Massachusetts. In particular, we will provide descriptive evidence of how teacher outcomes vary across license types, educator preparation institutions, and educator preparation programs in Massachusetts. ALDER and ESE have jointly identified three key workforce outcomes to guide the research: student achievement on the Massachusetts Comprehensive Assessment System (MCAS), summative performance ratings under the Massachusetts Standards for Effective Teaching Practice, and retention in the public school system. The research will culminate in a report providing empirical evidence answering the research questions defined below. [2:  Throughout this proposal, we refer to an institution authorized to recommend graduates for licensure, such as a university or organization offering alternative licensure programs, as a “preparation provider” or “institution” and to a specific course of study, such as “Elementary Teacher, Grades 1–6,” as a “program.” An institution may therefore include multiple programs.] 

[bookmark: _Toc321055555]Research Plan
[bookmark: _Toc321055556]Research Questions
The research program described below grew out of a research proposal submitted jointly by ALDER and ESE to the Institute for Education Sciences in 2015. To define the specific questions upon which we plan to focus, ALDER staff reviewed the ESE Strategic Plan and proposed several potential topics drawn from the broader literature on teacher preparation. We then worked with ESE to refine the proposed research questions to best support ESE priorities. During the first year of this research grant, we will take a broad view of the preparation and licensure landscape in Massachusetts and provide some basic descriptive evidence on how teachers’ workforce outcomes vary with the nature of their preservice preparation experience. We have identified three primary research questions:
1. What is the variation across licensure pathways, educator preparation institutions, and educator preparation programs in student achievement gains?
2. What is the variation across licensure pathways, educator preparation institutions, and educator preparation programs in teacher evaluation results?
3. What is the variation across licensure pathways, educator preparation institutions, and educator preparation programs in teacher retention?
These three questions are designed to present a preliminary indication of the performance of program completers using a variety of important measures that have been directly linked to student learning. For each of these research questions, we will focus our analysis on three different descriptors of teachers’ preservice preparation. 
The first descriptor is a teacher’s route into the profession, which we will classify based on the type of license a teacher possesses and whether the preparation program is an alternative program based outside a higher education institution. Massachusetts offers two alternative license types for teachers who have not completed a state-approved educator preparation program. The temporary license is valid for one year for teachers holding an out-of-state license but who have not completed the Massachusetts Tests for Educator Licensure (MTEL) requirements. The preliminary license, valid for five years, permits teachers who have completed the MTEL requirements but not an educator preparation program to teach in the state. In addition to the alternative license types, Massachusetts hosts a number of alternative preparation programs that allow teachers to enter the profession through programs hosted outside traditional higher education institutions. While all educator preparation programs are designed to meet state certification standards, there may be more variation in program design and curricular requirements between licensure pathways than among programs within the same pathway. Our first set of analyses will therefore compare teachers who enter through each of these alternative pathways to those who complete a traditional educator preparation program. 
We will next focus on differences in educator effectiveness across educator preparation institutions within each licensure pathway. The purpose of this analysis is twofold. First, we plan to estimate individual contrasts in educator effectiveness and retention rates for particular institutions. Such contrasts help us to understand the variation between educator preparation programs. Second, we plan to quantify the variability in educator outcomes across institution by estimating the variance in institution effects. This latter measure provides a summary of the dispersion in effectiveness across the state and provides some context for whether the differences in outcomes we observe are either substantively or statistically important.
Finally, we will focus within institutions and estimate the variation in educator effectiveness across programs. Educator preparation institutions often offer programs for both undergraduate and graduate students and typically train teachers for a number of different teaching roles through separate programs. Within the same institution, different programs may have different curricula, admissions, or student teaching requirements and may therefore produce teachers with differing average outcomes. As with educator preparation institutions, our objective will be to both estimate contrasts for individual programs and to quantify the magnitude of the variability in outcomes across programs within a single institution. As preparation programs train teachers for differing roles, we plan to define the program in such a way that contrasts are made relative both to that specific program and to teachers trained for that specific role. Given that disaggregating results by program results in many fewer teacher observations per preparation program, we caution that we are unlikely to be capable of reliably estimating program estimates for a large number of individual programs. However, for larger programs, such contrasts may allow ESE to identify institutions that produce effective teachers in particular high priority fields. 
Existing Evidence on Educator Preparation and Student Achievement
Empirical research has consistently found that there is substantial variation in test score gains among teachers. These differences in educator effectiveness comprise one of the most variable schooling inputs in the research literature (Goldhaber et al., 1999; Rivkin et al., 2005). Measures of teacher effectiveness based on student standardized test scores additionally provide information about students’ outcomes on a number of other outcomes, including future academic achievement, performance on higher-order academic tests, educational attainment, and earnings (Chetty et al., 2014b; Kane et al., 2013; Kinsler, 2012; Papay, 2011). Student achievement measures are also one component of the Massachusetts educator evaluation framework (Massachusetts Department of Elementary and Secondary Education, 2014).
Much of the evidence on the effectiveness of licensure requirements comes from comparisons of fully certified teachers to those with provisional or temporary credentials. The results from this literature are mixed and probably at least partially dependent policy context, including licensure requirements and the recruiting practices of alternative certification programs. Teach for America has probably been the most studied group of teachers with alternative certification, and both random assignment experiments (Clark et al., 2013; Glazerman et al., 2006) and observational studies (Boyd et al., 2006; Kane et al., 2008; Xu et al., 2011) suggest that they are at least as effective as regularly certified classroom teachers. Studies of other groups of alternative entry or lateral entry teachers have produced inconsistent results (Bastian and Henry, 2015; Boyd et al., 2006; Clotfelter et al., 2010; Kane et al., 2008; Papay et al., 2012; Sass, 2015), although a few random assignment studies have not found these groups to be statistically significantly less effective than traditionally certified teachers (Clark et al., 2013; Constantine, 2009). While the statistical significance, and sometimes direction, of these results differ, the differences in effectiveness are typically, although not uniformly, less than those between first-year and third-year teachers. While the policy context appears to matter for the results on licensure, the main point of commonality among these studies is that most of the variation in teacher quality is within, rather than between, categories of teacher preparation.
Researchers have begun to assess the influence of individual educator preparation institutions on student achievement in a number of settings. This research suggests that there are differences in average effectiveness across programs (Boyd et al., 2009; Goldhaber et al., 2013; Koedel et al., 2015; Mihaly et al., 2013; Henry et al., 2014). However, the magnitude of the variation differs across states and by research methodology and the substantive importance of these differences remains unclear. On the higher end, Boyd et al. (2009) estimate that the preparation institution explains about 15 percent of the variation in teacher value-added in New York City. At the other extreme, Koedel et al. (2015) find that preparation programs in Missouri explain only 0-3 percent of the variation in teacher effectiveness. Massachusetts provides an interesting contrast to many of these study sites. Most of these early studies limit their comparisons of the variability across institutions to only a single program type. Massachusetts, on the other hand, hosts both a large number of institutions and a wide variety of programs (U.S. Department of Education, 2013). A study of teacher preparation in Massachusetts therefore potentially provides a greater range of variation in the nature of preservice training than has been the case in other states. 
To address the first research question, we will assess the variation across licensure pathways, programs, and institutions in student achievement gains on the Massachusetts Comprehensive Assessment System (MCAS). Given the use of student test scores, our analysis will focus on math and reading test results for teachers in grades 4-8 and 10 and science test results for teachers in grades 5, 8, and 9/10 during the 2011-2015 school years. Importantly, the use of test scores as an outcome measure limits the sample to teachers in these tested grades and subjects only, which may not be representative of the teaching profession as a whole. We will further limit our analysis to teachers in their first six years of classroom teaching. We make this sample restriction for two reasons. First, educator experience is not tracked in the Education Personnel Information Management System (EPIMS), on which we will rely for information on teacher assignments. The returns to experience are quite high during the first few years of teaching and it is therefore important to control for teaching experience in order to avoid conflating differences in the likelihood of attrition across programs with differences in the average level of effectiveness among teachers initially hired into public schools in Massachusetts. Second, the effectiveness of program graduates may change over time and limiting the sample to recent graduates ensures that comparisons reflect the current operation of preparation programs.
One benefit of the value-added analyses proposed above is that there is relatively detailed consideration of the ability of such models to provide unbiased estimation of teacher effects and of the trade-offs inherent in alternative modeling decisions (e.g., Chetty et al., 2014a; Goldhaber et al., 2013; Ehlert et al., 2013). However, a number of states use an alternative specification of student learning, student growth percentiles, for descriptive measures of teacher performance and accountability purposes (Betebenner, 2009). Student growth percentiles situate students in the conditional distribution of current achievement given prior test scores and therefore provide a measure of growth that is defined relative to other peers with similar achievement histories. One potential drawback of student growth percentiles is that the specification of student achievement is more restrictive than standard value-added models that additionally control for student demographic characteristics, special learning needs, and the achievement of other students in the same classroom. These restrictions may reduce the ability of such models to adjust for differences across classrooms in the population of students served or to capture classmates’ influences on students’ own test scores. Analyses generally find that both types of models produce similar estimates of educator effectiveness, but also that the additional controls for student and classroom context are important for reducing bias from the matching of students and teachers (Chetty et al., 2014a; Goldhaber et al., 2013). However, there is little evidence on the consequences of how different types of value-added modeling procedures affect the evaluation of educator preparation programs. In order to provide such guidance, we will additionally conduct analyses of the effectiveness of educator preparation programs using the student growth percentile measures computed by the Massachusetts Department of Elementary and Secondary Education. 
Educator Preparation and Performance Evaluations
As noted above, the analysis of student test score results necessarily limits the sample of teachers to those in tested grades and subjects. This group represents a fairly small proportion of all teachers and disproportionately covers teachers with elementary education backgrounds. We will therefore continue the investigation of teacher effectiveness by analyzing teacher evaluation results, which cover all classroom teachers in Massachusetts. 
Massachusetts introduced standards of effective teaching practice during the 2013-2014 school year. The standards are organized into four strands: curriculum, planning, and instruction; teaching all students; family and community engagement; and professional culture. Districts have developed systems of indicators to implement the standards. These frameworks include evidence from a number of sources, including observations of teachers and other artifacts of teaching practice. These indicators are aggregated across the four standards to form a summative performance rating. We will include in our evaluation the summative performance ratings for each of the four standards as well as the overall rating. 
Although not specifically based on the Massachusetts standards, there is empirical evidence from several sources that individual indicators of the Massachusetts educator evaluation system are related to other measures of teacher effectiveness. Classroom observations of teacher practice predict student achievement gains and students’ reports of classroom environment (Blazar, 2015; Grossman et al., 2013; Kane et al., 2011, 2013). Similarly, evaluations by administrators or mentors are predictive of test-based measures of effectiveness (Harris and Sass, 2014; Jacob and Lefgren, 2008). Finally, assessments like those offered by the National Board for Professional Teaching Standards, which include an evaluation of educators’ ability to assess student needs and appropriately tailor instruction, identify teachers who are more effective at raising student test scores (Cantrell et al., 2008; Cowan and Goldhaber, 2015). Although we know much less about how these performance measures are linked to educator preparation, there is some emerging evidence that there are meaningful differences across preparation institutions (Campbell and Ronfeldt, 2015).
Our analysis of teacher performance evaluations will follow the same general plan as that of teacher contributions to student test scores, but will include a broader sample of teachers. As before, we will limit the analysis to teachers in their first six years of classroom teaching in order to measure teaching experience as accurately as possible and ensure that comparisons are made among recent program completers. As the evaluation data is available for the 2014 and 2015 school years, our analysis will focus on early career teachers who are still teaching during these two school years.
Educator Preparation and Retention
Teachers leave the profession at a higher rate during the first few years in the classroom than more senior teachers. According to the most recent Schools and Staffing Survey, about 7 percent of novice teachers (those with 1 to 3 years of experience) left the profession between 2012 and 2013 (Goldring et al., 2014). Teacher turnover may harm student achievement through at least two main channels. First, departing teachers are frequently replaced by novices, who are much less effective on average than teachers with even a few years of experience (Clotfelter et al., 2007; Rockoff, 2004). Second, turnover may disrupt collaborative relationships or otherwise harm school climate (Ronfeldt et al., 2013). 
Researchers have begun to link elements of preservice preparation to teacher retention. High-quality practice teaching and methods coursework appear to improve retention once teachers enter the classroom (Ronfeldt, 2012; Ronfeldt et al., 2014). Retention rates also vary meaningfully across preparation institutions and licensure pathways (Goldhaber and Cowan, 2014; Kane et al., 2008). These findings suggest that improving the quality of preservice preparation may be one response to teacher shortages.
Our analysis of retention will focus on the likelihood that early career teachers leave public schools in Massachusetts. EPIMS provides an annual database of teacher assignments for the 2010-2015 school years. This database provides a sample of teachers who have taught for up to 6 years. We will therefore follow cohorts of teachers who complete educator preparation programs in Massachusetts between 2009 and 2014 and work in Massachusetts public schools during 2010-2015. We describe the research methodology in more detail below, but our analysis will focus on estimating differences among licensure pathways, educator preparation institutions, and programs in the probability that teachers leave public schools during each of the first six years of teaching.
[bookmark: _Toc321055557]Research Methods
Educator Preparation and Student Achievement
Our analysis of the student achievement effects of teachers with various educator preparation backgrounds will focus on the Massachusetts Comprehensive Assessment System (MCAS) using value-added modeling. Value-added models assess the contributions of teachers to student learning by focusing on changes in achievement test scores from one year to the next. The focus on changes in student achievement, instead of on student achievement levels, allows researchers to isolate the effects of teachers from family background and other schooling factors that influence learning. 
The primary value-added research design we employ can be summarized by the following regression equation:
.					(1)
In Eq. (1), the subscript i indexes students, j indexes teachers, s indexes school, and t indexes year. We regress student achievement on the MCAS for each student on a set of variables X that includes prior achievement, academic and demographic characteristics, and peer and school characteristics. The teacher characteristics P include descriptions of their preparation background (i.e., licensure pathway, preparation institution, program). We are interested in the teacher preparation variables P and their associated standard errors. In addition to these variables, we include school fixed effects , which ensure that comparisons of teachers from different programs are made only within schools. For high school students, these models additionally include controls for the class assignments of students to ensure that teachers are only compared relative to others teaching students in the same track. Similar specifications of the student achievement equation provide the foundation for much of the research literature on teacher credentials and preparation (Boyd et al., 2009; Goldhaber et al., 2013; Mihaly et al., 2013). 
Estimation of the value-added model Eq. (1), like the other empirical models we will estimate for teacher evaluation results and retention, produce both a point estimate of a particular program’s average teacher effectiveness and a standard error that describes the uncertainty in the estimate. The uncertainty results from the limited nature of the data. We observe only a limited number of teachers in a limited number of years per program. And in each year, as few as 20 students may inform the estimate of an individual teacher’s effectiveness. Prior research has documented that teacher performance varies from year to year due to the small number of student observations available per teacher, changes in classroom chemistry, and changes over time in the effectiveness of individual teachers (Chetty et al., 2014a; Goldhaber and Hansen, 2013; McCaffrey et al., 2009). Typically, the resulting uncertainty in estimates of program effectiveness is quantified through the use of confidence intervals, which describe a range that would be expected to cover a certain percentage of replications of the estimation procedure from different samples. In the social sciences, researchers typically use a 95 percent confidence interval, which is expected to cover 95 percent of the estimates observed from repeated trials. Some accountability systems for educator preparation programs rely on the use of confidence intervals and identify programs whose confidence intervals exclude certain critical values, such as the mean of the program effects (Lincove et al., 2014). This approach is similar to hypothesis testing in social science research. However, the choice of a particular confidence interval for identification of exemplary or ineffective programs is also implicitly a choice for the sensitivity of the test. Selecting a higher level for the confidence interval reduces the likelihood of inadvertently identifying a program as ineffective, but necessarily increases the probability of failing to detect programs that, in fact, deviate from the mean. Given the importance of such decisions, we plan to present results for a range of confidence intervals and provide some insight into how such decisions affect the number of programs that are observed to differ from the mean program in Massachusetts.
Value-added models like Eq. (1) assume that classroom assignments do not vary systematically by unobserved factors affecting student achievement. Recent analyses of teacher turnover by Chetty et al. (2014a) and Jackson (2014) suggest that these models provide unbiased estimates of teachers’ contributions to student achievement in the primary and secondary settings, respectively. Koedel et al. (2015) demonstrate that failing to account for the nested structure of student test score data produces misleading estimates of both the variability in effects across institutions and the precision of estimates of individual institution effects. In each of our analyses, we will be careful to account for the fact that repeated measurements of individual teachers’ productivity do not provide independent observations on institution or program effects.
The model specified in Eq. (1) additionally allows us to test student growth percentiles as a measure of educator program effectiveness. By replacing student achievement Y with the student growth percentile and omitting the student covariates and school fixed effects, we can estimate the mean growth percentile by program and compare these estimates to the value-added results that emerge from the full estimation of Eq. (1).[footnoteRef:3] Next, we can quantify the importance of the additional controls included in value-added models by assessing how the addition of the omitted student, classroom, and school variables in Eq. (1) affects the estimates of program effectiveness (Gelbach, 2016). Given that omitting these controls may be more consequential for programs whose teachers serve high-needs populations, this approach will allow us to assess how program effectiveness estimates change with the addition of student variables for each individual program separately. [3:  The program median growth percentile can be computed similarly.] 

Educator Preparation and Performance Evaluations
The analysis of educator effectiveness on district evaluations will follow a similar approach to the analysis of student achievement gains. We will therefore estimate regression models similar to Eq. (1) where we replace the student achievement outcomes with teachers’ summative performance rating, but retain the student and classroom variables and school fixed effects. In order to account for the discrete nature of the performance rating data, we will estimate both linear models, as in the student achievement case, and generalized nonlinear extensions of Eq. (1). Emulating the covariate adjustment approach in Eq. (1) reduces the impact of two sources of potential bias in the estimation of teacher preparation effects. First, there is some evidence that teacher evaluations are correlated with student characteristics, which may indicate that some teachers receive more favorable evaluations because of the students they teach (Whitehurst et al., 2014). Second, even if classroom composition effects are unimportant, districts may employ different standards when assigning summative ratings. For instance, a district may assign fewer teachers to the exemplary performance rating than other districts because of its application of the standards and not because it has a less effective pool of teachers. If some institutions send teachers disproportionately to districts with more or less stringent evaluation standards, then comparisons of teachers across districts may misstate the influence of educator preparation. Consequently, graduates of certain programs may receive lower average performance ratings because they are more likely to work in particular districts and not because they are less effective teachers. As is the case with the student achievement models, including school effects removes mean differences in evaluation standards across districts and ensures that comparisons are only made with other teachers in the same schools. 
As with the results on educator effectiveness derived from value-added modeling and student growth percentiles, we plan to provide estimates of the variability in program effectiveness as well as estimates of individual program effects and their uncertainty. We will replicate the analysis of the student achievement data using a variety of decisions about the proper confidence interval for assessing whether individual program estimates are statistically distinguishable from the mean among all programs.
Educator Preparation and Retention
The final research question asks whether there are differences in teacher retention across licensure pathways and educator preparation programs. Our analysis will focus on the probability that a teacher will depart the Massachusetts public school system in a given year. In particular, we will estimate duration models of teachers’ careers in public schools that include the indicators of teachers’ preparation included in Eq. (1). We can summarize this approach with the following empirical model:
.			(2)
In Eq. (2), j indicates teacher, s indicates school, and t indicates the year of service. We estimate the likelihood that a teacher quits in year t given that she has not yet left the school system; that is, her total tenure in Massachusetts public schools (T) is at least t years long. As before, we include teacher and school characteristics (X) and indicators of teacher preparation (P). Models like Eq. (2) have been used to study the career pathways of teachers with different preparation backgrounds and the influence of a number of school and district characteristics on teacher retention (Clotfelter et al., 2008; Goldhaber and Cowan, 2014; Goldhaber et al., 2011; Imazeki, 2005; Kane et al. 2008). The model in Eq. (2) implicitly assumes that school-level factors omitted from X that affect teacher attrition are not related to educators’ preparation background. As this may not be a reasonable assumption, we will follow the approach of Goldhaber and Cowan (2014), who relax the assumption that school-level unobservables are unrelated to the composition of the teaching staff.
[bookmark: _Toc321055558]Timeline and Deliverables
During the first year of this collaboration with ESE, ALDER staff will conduct research into the three questions identified in this research plan. The ultimate objective of the research activity is a written report containing empirical evidence on the variability in teacher workforce outcomes across licensure pathways, educator preparation institutions, and educator preparation programs in Massachusetts. 
In Exhibit 1, we provide a timeline of the key research activities. We anticipate that data cleaning and preparation will proceed through May 2016. Following the completion of the data cleaning activities, ALDER researchers will proceed to the main analysis. We expect to provide preliminary results to ESE staff by September 1, 2016 and complete the written report on educator preparation effectiveness by November 1, 2016.
[bookmark: _Toc307570867]Exhibit 1. Timeline of Research Activities
	Task Name
	Start 
	Finish

	Analysis of Teacher Preparation Programs and Institutions
	

	1.1
	Obtain and clean Massachusetts data for analysis of state preparation programs
	12/01/15
	05/01/16

	1.2
	Progress Check-In with ESE: Data
	
	03/01/16

	1.3
	Complete analysis of the variation in teacher effectiveness across state preparation programs 
	05/01/16
	09/01/16

	1.4
	Progress Check-In with ESE: Preliminary results
	
	09/01/16

	1.5
	Finalize results and draft report on program effectiveness
	
	11/01/16


Following the completion of the year 1 research activities, ALDER staff will work with ESE to identify additional research on alternative licensure or preparation models for the second year of the grant.
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